UNIVERSITY OF TWENTE
Department of Electrical Engineering, Mathematics and Computer Science

Solution exam Mathematics C1 Cayley on Monday July 6, 2018, 13.45 — 15.45
hours.

Exercises 1,2,3,4,6a,8 and 9 only receive points based on the final answer.
Exercises 5,6b and 7 require a motivated answer.

Given is the following matrix equation with unknown X € R?*2:
A"X + XA =B,

where

() )

The unknown matrix X has the following form:

1 x
x = [T T2
T2 I3
This leads to a set of linear equations in x1,xo and x3.

Determine all possible z1, 9 and x3 for which the above matrix equation is satisfied.

‘We obtain:

AX+XAT_ 2$1+2:C2 "E1+2(E2+$3
o T+ 229 + X3 2x9 + 213

This leads to the following set of linear equations:

2r1 4+ 2x9 =1
r1 + 2x9 + r3 =
209 4+ 2x3 = 3

and solving this leads to:

—1

I 1
T9 | € % + Span -1
T3 0 1

or

]9V

(3 )

for any a € R.




The matrix A is given by:

2 -1 -1
A=11 -3 2
3 -4 1

a) Determine a basis for Null A.

‘We have:
2 -1 1 1 -3 2 1 0 -1
1 -3 2 |~(0 5 —-5|~101 -1
3 —4 1 0O 5 -5 00 O
‘We obtain:
1
Null A = Span 1
1

and a basis for Null A is given by:

1
1
1

‘ b) Determine a basis for Col A.

From the reduced echelon form obtained in part a, we immediately see that the first
two columns of A are linearly independent. Hence:

2 -1
Col A = Span 1 -3
3 —4

and a basis for Col A4 is given by:

2 -1
1 -3
3 —4

Given are four vectors in R3:

1 1 2 1
Vi = 1 s Vo = 2 s V3 = 1 s V4 = 1
-1 1 0 1

In this case,
T = Span{vi,va,vs }

is a basis for R?. Determine [v4]7.




1 1 21 11 2|1 10 3|1 10 0|—3
1 211 ]~(01 -1j0|~|01-1{0]|~[010]3
-1 1 01 02 2|2 00 4|2 00 1] 3
and hence:
-1
var=31] 1
1

Given is the matrix

(1)

Determine, if it exists, the inverse of the matrix A.

We have:

The distance between two vectors in R? is given by:

Ix =yl = V(x1 = y1)% + (w2 — y2)% + (23 — y3)?

with
€ 1
X = Z2 5 y = Y2
zs3 Y3

2 o
v=1[1], w=| 2
1 -1

We look at the set X of all vectors for which the distance to v is equal to the distance
to w. In other words:

X={xeR’| [lx-v|=lx-w|}

a) Show that X is a linear subspace of R® when o =1 or a = —1.

‘We need:

[ = vl =[x = wl|



or, equivalently:
I —v]* = []x — wl?
Working this out we get
(1= 2)* + (22 = 1)* + (23 = 1)” = (21 — @)” + (22 — 2)° + (23 + 1)?
which yields:
—4x1 — 229 — 223 + 6 = —2ax1 — 4a9 + 223+ 5 + o?
Since o = 1 this reduces to:
(=44 2a)x1 + 229 — 423 =0 2 points

which is one linear equation. Sufficient to note that this is a null space and hence is a
linear subspace (1 point). Or you just verify:

X # @, because 0 € X.
If u,v € X then u+ v € X, because:

(—4 4 2a)(u1 + v1) + 2(ug + v2) — 4(ug + v3)
= ((—4 + 204)’11,1 + 2ug — 4’11,3) + (—4 + 204)’[)1 + 2v9 — 4’[)3) =0

If ue X and S € R then pu € X, because:

(—4 4 2a)(Bur) + 2(Bug) — 4(Bus) = B((—4 + 2c)uy + 2uy — 4ug) =0

b) Show that X is not a linear subspace of R® when a # 1 and o # —1.

For X to be a linear subspace, we need that 0 € X'. This requires:
10 =v][[=]0—-w]|
or, equivalently:
2 2
V][ = [[wl]
Working this out we get

which clearly requires that o? = 1 and we know this is not true. Therefore X is not a
linear subspace.

T : R? — R? is the linear transformation which takes each point (z1,22) € R? and
rotates it first through 45 degrees (counterclockwise) and then projects the result on
the line y = x.

a) Determine the representation matrix of 7'




We compute the image of the standard basis vectors. We get
1 3V2 V2
< ) — — 1 point
0 V2 NG

<(1)) — <_;\/\;§> — (8) 1 point

where in each case I first rotate and then project. I find:

T| = %\/5 ’ 1 point
[T] = (%\/5 0) poin

and

‘ b) Determine whether 7" is surjective (onto) and/or injective (one-to-one). ‘

Since T" maps any point on the line y = =z, it can never be surjective since all points
outside of this line can never be reached (1 point).

In part a) we have seen that the vector

()

is mapped to 0. Therefore the transformation is clearly not injective (1 point).

You are given that the matrix A is invertible and diagonalizable. Show that A~! is
also diagonalizable.

Since A is diagonalizable there exists an invertible matrix P and a diagonal matrix D
such that:

P'AP=D or A=PDP ! 1 point
Since A is invertible, we know that D is invertible (1 point). But then:
PltA'tPp=D' o Al'=PD'P!  1point

which shows that A~! is diagonalizable since clearly D~! as the inverse of a diagonal
matrix is still diagonal.

Determine the volume of the parallelepiped with vertices
(0,0,0), (0,—2,2), (—=5,0,—4) en (3,0,4).

This is equal to

det [-2 0 0 :2‘det(:i i)‘:2\—20+121:16

Hence the volume is equal to 16. 3 points.



Consider the matrix

1—-2a 2« leY
A= a+1 a+2 -1
2—2a 2—2a 2a-—1

with o € R. Determine all o € R for which A has eigenvalue 1 with a corresponding
eigenspace with dimension 1.

Since we are interested in eigenvectors for eigenvalue 1 we consider

—2 —2« leY
NullA—I)=Null [ a+1 a+1 -1
2—2a 2-—2a 2a-—2

and we looking for a € R for which this subspace is one-dimensional.

If @« # 1 and « # 0 then we can divide the first row by « and divide the third row by
2 — 2« and we get:

—2« —2 o —2 —2 1 1 1 -1 1 10
a+1l a+1 -1 ~la+1l a+1 -1} ~{0 0 -1} ~1(10 0 1
2—-2a 2—-2a 200—2 1 1 -1 0 0 « 0 0 0

which, given two pivots, clearly shows the null-space is 1 dimensional. For @ = 1 we
get:

-2 =2 1 -2 =21
2 2 -1|~10 0 O
0 0 0 0 0 O

which clearly shows the null-space is 2 dimensional. For @ = 0 we get:

00 0 1 1 -1
11 -1|~10 0 O
2 2 =2 00 O

which clearly shows the null-space is 2 dimensional.

Therefore the answer is: « # 1 and o # 0.



